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Executive Summary

IT systems have been part of everyday life since many years. However, over the last 5 years, mobile,
embedded, and personal computing devices have become even more ubiquitous and even essential
many aspects of life. Examples for such devices are smartphones, tabletsjltaviétliainterfaces

(MMIs), connected medical devicelspme or enterprise access control/alarm systems, home automation
or also industrial control systems.

These classasf devices (herein referred to as mobile/embedded/personal computing devices) are either
physically exposkin a particular way lack security features of common IT systénos both. The goal of

this report is the compilation of a comprehensive landscapleardwarerelated assets, threats, and good
practices. This landscaprovides basic informatiorfor manufacturers andevelopersvho want to
understand which threats their products aegposed to. Moreover uppors enduserswho want to
understandsecurity aspects related to future products/technologies. Finally this report provides guidance
on how existinggood practicefor the design, development, and implementation of embedded, mobile,
and/or personal computing devicean contribute in providingrotection.

The identified good practices were mapped to the developed threat landscape to identify possible gaps.
This analysis showed that comprehensive good practices and security measures for haalatace

assets are available, however, not implemed widelyenough. Severalpecific security controls or

practices wee identified and documented irestion 8 to further complement the available good practices
and close the identified gaps.

The most relevant identified gaps are:

91 Lack of omprehensive and continuous use of platform security medrasiby system developers as
well as the integration of those by platform developers.

9 Focus of good practices/available research on Bios/CPU firmware: Other firmware assets (such as
chipsets or NICs) are barely covered by existing research and good fgactice

1 Lack of amper detectionDetecting modifications of firmware is inherently hard as the tamper
detection potentially has to rely on functionality offered by the firmware.

In additionto the above gaps, the following recommendations have been made:

1 Integration of threat analysisSystem developers must integrate threat analysis aspects into every
step of the development. The good practi8ecure Embedded Design and Development Lifaoysie
take hardwarespecific aspects, such as trust boundaries withgingle system, into account.

1 Language security aspect®Buring development, language security aspects should be taken into
account. It should be evaluated whether languages such as Go or Rust can be used instead of C/C++
which are more prone to the intiduction of memory corruption vulnerabilities.
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1 Use and contribute to standards/Vhile there are efforts to provide industry guidance on the security
of hardwarerelated assets, those efforts show certain gaps and need to be progressed to cover all
aspectf secure development. Thus the existing standards should be used for the development and
at the same time, gaps should be documented and closed by providing feedback and input for the
standards.

Finally, interested readers will be in the position to deppnto aspects of threats, vulnerabilities but also
mitigation by means ofood practices taken into account and otlemmprehensive resources found on

this subject.
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1. Introduction

Theaim of thisdocumentis the development of a threat landscape &dtacks targeting firmware,
embedded software, and hardwareith a focus ormodifications with malicious interf
mobile/embeddedcomputing devices

There have been various news reports where computing hardwasemodified tamonitor peopleg e.g.
their location, personal data, or communications. Such modifications were carried out in the context of
government/industry espionagil] as well as motivated by personal interests (such as monetary
advantage$2] or distrust).Even though the most knowrases resulted from surveillaniteonitoring
attempts on persongnonitoringis by far not the only relevant threat scenario whenesssng hardware
related attacks, which will be described during the threat analy$is.document will cover
attacks/threatswith the following characteristics:

1 Noninvasivei.e. such that daot result in permanent changes to tlievice
1 One of the following aspects ajd

0 Existing hardware is modified/extendgd

o Firmware of the devicer one of its moduls has beemmodified and

o A vulnerability in the firmware of the deviog one of its modulsis exploited
SectionError! Reference source not foundescribes the scope of this document in more detail.

Thisdocument describes the various assets that can be affectdthigwarerelated attacksthe
correspondinglifferent possible attack vectors, weaknesgesurrent and commomobile/lembedded
computing platforms and potential countermeasures (also in theedrof the hardware engineering
process). While we strivier creatingresults which are applicable for computing environneint general
(and thus also covering computing deviessdiverseas vehicle MMIs, networked lawn mowers, or
medical devices)etain threats, assets, or good practices will use specific examples (e.g. based on
notebook computers or smartphones) which, however, can be adapted for other types of deitites
similar architectures

1.1 Scope
The focus of this documeigon attacks againsnobile/embeddedcomputing devicesvhich complywith
certain characteristics. Before defining those characteristics, the computing devices in scope must be
properly defined:

f Embedded computing devicé 2 NJ & K2 NI Y S YAD Enib&d8ed deR@BR OS 0 Y a
microprocesscebased system that is built to control a function or range of functions and is not
designed to be programmed by the end user in the same way & [BQ]isThis definition indicates
that embedded devices are often implemented on ABE platfoms, which also results in changes
in the available computing resource®ften those are constrained in some way(s). The definition
also shows the modification of or insight into embedded devices is more difficult to achieve than
for PC platforms.
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1 Mobile computing device(or short: mobile device): For this class of devices, we will use the
intuitive definition of computing devices which are supposed/designed to be mobile, such as smart
phones, notebook computers, or tablet computers.

Devicescan of coursdoe both mobile and embeddegismartphones are only one example for such a class
of devicesFurther examples for devices of one or both categoriegpareonal and mobile computers,
electronic consumer devices with connectivity (g box or TV, digitatamcorder or cameragndloT
devices like smart meters, kitchen equipment or home automation systems.

The following list provides a more granular definition of theeats and attack vectorig scope of this
document:

1 Non-invasive The attack des notresult in permanent changes to the devié®r example, the
connection of a plug to an internal (such as PCle) or external (such as FireWire) interface complies to
this definition, however, the soldering of an additional chip onto existing soldering pawirie
extraction of communication bus circuit paths from a closed chip case does not. (The use of the
existing soldering points with specific pliers however would not be invasive).

1 One of the following aspects does apply:

0 Madification/Extension of isting hardware The attack extends or modifies existing
hardware.A good example fasuch a modification/extensiois the Cottonmouthl, which fits
into an ordinary USB cable plagd is described in the NSA ANT Catalo§rsgr also to
Figurel). It extends an existing USB cable in adrorasive way andupports oveithe-air
attacks. This option allows thiastallation of Trojans on the target system which is connekte
to the modified USB cabl@ther examples are devices which are plugged into existing internal
or external interfaces (such as a FireWire plug or a PCle device); those are likely to be more
obvious.

o Firmware modification:Firmware of the device/one afs module is modifiedia available
mechanisms for modification (e.g. unauthenticated local update functionality, refer to Section
4.2for more details)One examle is the modification of the System Management Mode of
modern CPUs, which allows the implantation of backdoors which cannot be detected by the
operating system [5]Adding firmware to the scope is particularly relevant as firmware often
bears the potentil to have as much impact on the computing device as the hardware itself
(e.g. firmware typically has direct access to all hardware functionality).

o Firmware exploitation:Avulnerability in the firmware of the device/one of its module is
exploited eitherlocally or remotely. For example, [42] describes the remote exploitation of an
Ethernet network interface card via traditional software vulnerabilities (which also exist in
Firmware).

Explicitly not in scope of this document are:

f Attacks or analysestargeA y 3 oSl &INKE A2 T ( KdecappindN®Rgudinh&:iH), a dzO
thermal/interference measuremenbrde-soldering of components.

1 "Bugs'for eavesdropping the environment (audio and visu8ljch bugdo extend the existing
hardware, but typically only by means of using the power supply and not by interacting with the
computing environment

1 Specific aspects of pure machiteemachine communication/environments.
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1 Aspects of suppkghain security, in paitular threats that have been incorporated in the hardware

development environment and have thus led to backdoors that are implemented in the chip
design.

COTTONMOUTH - 1

—_mv:i_‘ T

—

Figurel: COTTONMOUTHI[Picture Source]

1.2 Target Audience
Thisthematicthreat landscape can be used by developers, vendoasimfiacturers, and customers/end
users. For developers, it supports the process of threat analysis, evaluation of security cantitols,
definition of development practices while it raises awareness fermrtbed to do so on the decisiomaking
level of vendors/manufacturers.

The report also describes relevant threat scenarios for customers and end users which need to be taken
into account whenconsideringhe introduction of new hardware iaxisting/available components$n

addition, it can also provide input for the development of security criteria for the selection process of hew
hardware/technologies.

The performed gap analgsprovides input for researchéresearch bodies/communities for the steering of
research efforts on the areas of the identified gaps in good practices.

1.3 Structure
The remainder of this document is structured as follows:

T

Chapter2 describes the used methodology for the performed threat and asset analysis as well as
the good practice and gap identification.

Chapter3 describes the various assets which are on different levels related to hardware or
embedded/mobile/personal computing devices.

Chapter4 presents generic infrastructure threats which apply to hardware assets as well and,
more importantly, threats which are very specific to hardware. The threats are also mapped to the
different assets and complemented by the different impact they careha

Chapterb describes which threat agents are likely to execute/result in which threats based on the
characteristics and capabilities developed over the diffegameral ENISA Threat Landscapes.

Chapter6 describes the results of the research on available good practices for the security of
hardware and embedded/mobile/peamial computing devices.

Chapter7 lists the identified gaps in available good practices and their application/effectivity for
the mitigation of the described thres.
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1 Chapter8 gives recommendations to both apply the identified good practices and attempt to close
the identified gaps.

1 Chapter9 provides summarizing remarks on the overall report.

10



x
* S Hardware Threat Landscape and Good Practice Guide
x énisa FINAL| Version 1.0] OPSEQ January 2017
*
2. Method

The methodology used in this threat landscape is in line with the methodology introdanddhoroughly
described® y (i K S yBebThreat l@ddscape [41]. The following figure illustrates the terms used in
this document and their relationships between each other:

value
| Owners wish to minimise
. reduce
Impose
—pb[ Countermeasures

that may
be reduced by

7

that may
possess

may be aware of

Vulnerabilities ]

A\ A4

\

leading to

A

based on (set of) f .
Attack Vectors that exploit —b[ Risks ]

A

to

C—J
7y
use
Y cive rise t 3 . that increase L 4
Iverise to
Threat agents | Threats to .|  Assets I

wish to abuse and/or may damage

Figure2: Threatrelated Terms & Relations According to ENISA Threat Landscape 2013

The mostelevant terms for this document are assets, threats, and countermeasures. In a first step, we list
relevant hardwarerelatedthreatsthat can, if successfullypaterialized have impact omssets The threat
analysis has been performed (according to 13@08:2011, 8.2.3) takingto accountknown

incidents/attacks, information provided by asset owners/users/external experts/stakeholders and external
threat cataloguesAssets have been identified in a comparahiay. Where necessary, additional threats

not originating from external resourcése.g. because no catalogues on firmwapeecific threats or assets

are availablehave been developed to provide a complete view on the existing landscape of threats and
assets.

Using his understanding of threats arassetsgood practicesvere identified fromexisting
recommendations, standards, and publications for the secure developihesign of hardware assets. The
identified good practicesvere mapped to the threat landscap@/herever existing good practices diot
suffice to mitigate a threat, a gap was identified and documented in the gap andassmformation
constitutes therecommendatios for further future improvement of the hardware threat and good
practice landscape.

2.1 Terms and Definitions
The followng table lists and describes relevant terms used on a regular basis through this document.
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TERMABBREVIATION| DEFINITION SOURCHF REQUIRED

Anythingthat has value t@sset owner (i.eorganization

Asset external contractor, endiser, etc.) 15027000:2009
Threat Potent_lalcause of an unwanted |nC|_den_t, which may 1SO 27000:2009
result in harm to a system or organization
Firmware & S1j dziA LIY SpadiculdzpBp@se;T 2 )
Fw especialy 02 Y Lidzi SNJ S dzA @ESy ¢ Mermamwebster
HW Hardware

Tablel: Definitions of used terms
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3. Assets

As initially described, the scope of this document is the threat landscape ar@lysislwae

modifications of the personatobilelembeddedcomputingdevices These types of devicesnbrace
smartphones, tables, car MMIs, smart home devices, or also medical déMieegariety of devices also

results in a variety of assets and differéypes of assetslo illustratethis usingthe example of a

smartphone: The (integrity of the) device itself is a physical asset of financial (and potentially even
emotional) value to users, the integrity of parts of the device (such as the battery)feahthe asset
GdzaSNJ KSIf K¢ @c 83X Iy RonsiksSbeversloeidsses A 2y 2y (KS R

To provide a more structured landscape of assets, we use the following asset categories for the overall
asset landscapevhereas the colours mentioned rrespond to their illustration irError! Reference
source not fand.:

1 Inthe irst categoryassetqhighlighted in orangg the harm resulting from a threat can directly be
related to the viohtion of a security requirement of one of those assets

1 Inthe £condcategoryassetqhighlighted in greep logical or physical operational aspects and
processesre includedwvhich, if impacted, can have an intrinsic negative im@ectvell as result in
impact on firstcategoryassets

9 The hird categoryassetghighlighted in blug¢can result in impact on first and secoodtegory
assets and can have an intrinsic negative imfaaffected These assets are also technical
componens and will be the relevant entities for the development of good practices

For examplein Error! Reference source not founthe firstcategoryassetUser Health: Safety Against
Malfunctionstands for the health of users of hardware. If the safety against malfunction is impacted, this
can result in harm to the user. The thirdtegoryassetBattery Firmwarehas intrinsic security

requirements by itself (integrity of the hardware) and, if impatby a potential threaMalicious

Firmware Modificationcan also impact the user health by developing high levels ofdredso

irreversible destroy the device

The followingsectionsdescribeaspects of the different assets vweh are of particular relvance (e.g. for
the remainder of the documerdnd/or the better elaboration orthe usedmethodology).The graphical
presentation of these assets and their categories are &srior! Reference source not found.
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Figure3: Asset inventory

3.1 User Property
User property refers tassets belongintp users which can be physical objects (sucklastronics and
other ITitemsstored in a houser company buildingandvirtual objects(such asiser data stored in these
physical hardware objects_oss ohardware will impact both types of user property; thardware in a
direct, immediate wayut also virtual objectstored in the hardwareThis class of assets illustrates the
connection between digital threats and physical assets (which is often described by using the attribute
cyberphysical) as well as the vanishing isolation between those when it comes to negatiavet. The
same holds true for the assbkser Healtl{see below)

3.2 User Health
The health of hardware useis a very relevant asset aigdn be impacted in various ways: Batteries of
devices can explode (which can alscalshievedn a maliciousnonphyscalway), medical devices can
fail/be modified to fail, and harm can come to users when access controls (such as digital door locks or
security systems) failHuman healthis an asset of highest importance in any type of risk analysis and has
traditionally not often been affected by {felated threats.
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3.3 UserInformation & Privacy
User information and privacy is less exclusively related to hardbvased threats than other asset groups,
but specific information such as location data or audio/visual datditén tied more closely to the usage
profiles of certairclasses of mobile/personambedded devices. Various types and large amounts of
information is processed on hardware assets where the violation of security objectives would have heavy
impact on the gers.

3.4 Credentials
Key material has similar characteristics as assets in the asset group user privacy, however, key material is
also often related to the device itself and not only to the uJére variety of devices in scope results in all
types of crederitls which are stored or processed on them, such aswasis and other key material. In
addition, the device classes in scope often serve as an additional factor iffactdti authentication
mechanisms.

3.5 Logical Operations
Logical operation mechanismsdprocesses, such astaentication, updateand monitoring &
diagnosticscan be impacted blgardware implants. Authentication mechanisms can by bypassed, update
procedures used to spread compromise to other devices, and monitoring & diagnostics fumetiobe
(ab) used to implant surveillanémonitoring functionality.

3.6 Physical Operations
Comparable to logical operations, physical operational functions suobcdiag, heatingandenergy can
be impacted and result in negative harm to physaalironments. At the same time, monitoring and
access functionality can be negatively impacted to allow impact to other assets, e.g. physical assets which
are not properly monitored/access protected any more.

3.7 Hardware
Hardware assets comprise various typéexternal and internal interfaceghich can be affected by
modification/extension as described in Sectibd. External and internal refers to the typical casifig
devices: If an interface is accessible without opening/tampering with the casing (such as typical USB ports
it is referred to as an external interface. Internal interfaces are accessible after opening/removing the
casing but without modifying the hdware inside. For example, pins that expose a JTAG intédeee
referred to as an internal interface, soldering points which would allow the connection of a JTAG interface
are out of scope of this threat analysis. Furthermaney interfaces/modificatioa which are only
accessible/possible when physically modifying chips, circuit paths, cabling, or similar internal hardware
parts are out of scope as well.

Hardware as an asset groopn be impacted by threats in a twofold way: The hardware itself is siqady
asset to users (based on value and function) which can be impacted, at the same time, hardware can be
modified to impact other asset types, such as user health and property.

3.8 Firmware
Merriam2 S 6 & 0 SNJ RS T A ye@nputeF pragdenas|thibtfare tadinedipermanently in a deviced
While this general nofiT source may result in a too generic definition of firmware, various IT/academic
sources also refer to firmware in the described Wajaving firmware update mechanisms (whether

http://www2.lauterbach.com/pdf/training_jtag.pdf
JFWCourse]
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intentionally developd by a vendor or as a malicious attack exploiting a vulnerability) in mind, this
definition may be too strict for many types of software tlaae typically referred to as firmware. However,
the idea that firmware is contained permanently in a device iaigis the following characteristics which
are relevant for this document:

1 Firmware is contained in a device; this indicates a tight coupling and integration and in turn also
means that firmware has control over hardware on a low Iéwélich, as the next dlet item, will
also be taken into account for the development of the threat landscape in Set&pn

1 Firmware is associated permanently in a device; this indicatlack of control of system
software/operating systems over firmware. Firmware thus often is not directly visible to/accessible
by typical system software/operating systems.

This definition would match well on firmwarkr exampleof graphic cards or@UJs. However, operating

system bundles on embedded devices, such as home routers or GPS devices, are also often referred to ac
firmware. For this document, both types of firmware are relevant and the aspect that firmware cannot be
directly accessd from typical user interfaces is used to illustrate the lack of control over firmware.

Firmware modifications are a powerful way to impact all previous asset groups: Logical modifications can
impact all functionality of and access to the previously mentioagskts, in addition, it is very hard to
detect if implanted intacertain devices.
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4. Threats

The ubiquity of computing environments in all areas of life results in a very high need for security, safety,
privacy, and resilience for the involved devices aedices. The following subsections will describe the
landscape for hardwareelated threats.

4.1 Taxonomy of Hardwaregelated Threats
Based orthe ENISA Threat Landscape 2015 (herein short: ETL15, [41]), the general categories of threats f
the thematic Harevare Threat Landscape are:

1

Nefarious activity/abuse (NAA): This threat categargnprises intended actions that target IT
systems with the purpose to steal/modify/tamper with/destroy assets

Eavesdropping/Interceptiomdijacking (EIH): This threat categoomprises actions striving to
access communication in an unauthorized way.

Physical attacks (PA): This threat categmmprises actionghich aim to destroy, expose, alter,
disable, steal or gain unauthorised access to physical assetsfined above.

Damage (DAM): This threat categargmprises intendeactionswhich result indestruction, harm,
or injury of property othealth and can result ia loss of value/function.

Unintentional Damage (UD): This threat categomgoiziparable to DAM, however the imgis the
result of an unintentional action.

Failures or malfunctions (FM): This threat categagnprises unwanted behaviour of an IT system
affecting the ability to execute the desired function.

Outages (OUT): This threat categooynprises events leadinto unexpected/undesired
disruptions in the delivery (quality) of servicewhich are not limited to IT services.

Disaster (DIS): Thisreat category is defined aerious disruption ofhe functioningdue to some
physical or marmade disaster

Legal (EG): This threat categocpmprises legal actions of third parties with the potential effect to
impact assets in various ways.

An overview of the assumed threats can be founigure4.

In addition to the above general taxonomy, we also categorise threats depending on whether they (can)
have specific Hardwareelated aspects and generic threats to IT infrastructure systdins.generic

threats have a broader scope and do not only apply to systems in the scope of this document but are still
relevantas they can influencdirectly or collaterallythe functioning of the devicesSeveral specific
hardwarerelated threats can bepecializatinsof thesegeneric threats.

4.2 Hardware/Firmware-specific Threats
In the following, we present types of threats that are specific to Hardware. Such threats may relate to
different hardwarerelated assets, exploit vulnerabilities which are specific to thelWware assets in scope
of this document, or require different handling when compared to traditidiiadecurity approaches. The
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described threats can cause/affemt be related toother threats in various ways. This wayspkcifying
threats would not besuitable to determine thenost relevanhardwarerelatedrisksdue to its ambiguity
(i.e. the successful manifestation of one threat can cause more threats to successfully maniiestjeH
listing threats in a more detailed (yet unfortunately ambigutms certain degree) mann@msures that
this document provides guidance for readers with different backgrounds and expectatiando have to
put less effort into understanding which further events could be caused by few accurate tHireats
addition, itsupports the design of good practices on multiple levels and taking potential semaégures
for multiple assets into account.

For each threat, sources are listed to provide background information or specific examples for the threat.
This list is not éhaustive but meant to provide further background information and motivation for the
relevance of the threat, where applicable. Several threats can inherently be derived from hardware
aspects and thus do not require specific sour@esnore technically stysticated threats mightlo.

Hardware Modification The modification of hardware can be performed in various ways; this threat
focuses on notintrusive ways (as described in Sect®r) which (ab) use available interfaces (such as
Firewire, PCI Express, or USB) to modify hardware to carry out/support unintended functions. The threat
table below will contain various examples of potential hardware modifications.

Relevant Sources: [1], [2], [3], [4], [[E], [9], [10], [11], [12], [13]

Firmware Modificationnt The modification of firmware is less intrusive than the physical modification of
hardware and can have very similar effedhke function of the hardware cdre modified, processed data
intercepted, and security functionality be bypassed by modifyjiigg exploiting weakness dhe logic

which manages the hardware. Firmware modifications can be implanted in different ways: Using existing
firmware update mechnisms, exploiting a vulnerability in the firmware aldgdoaded onto the device,
usingbinary firmware loading mechanisf®r exploiting the lack of access control/write protection of
firmware storage (e.g. unlocked NVRAM during bdéfj] provides a@mprehensive list of possillies to
update firmware (in bottauthorized or unathorized way).

Relevant Sources][ [32], [34], [36], [37], [56], [57], [72], [85]

Remote Firmware Racks. Attacks which can compromise the firmware of a device in a remwatg(as

for example demonstrated in [42}here software vulnerabilities are exploited in the firmware of an
Ethernet network interface cajdesult in the same impact as described in Firmware Modification above,
however, no logical or physical accesshe tevice is required. If the attack is carried out in a
sophisticated waye.g. by immediately modifying essential functigrtiere is also no way for traditional
security contols to detect the attack.

Relevant Sources: [37T49], [52]

Attack Persisterte: Traditional security controls focus on the prevention and detection of logical threats
on the application or operating system level. Attacks that are carried outnviayathat bypasses those
levels €.g. by attacking firmware which may not evenaseessible by theperating system/application or
modifying the functioning of hardwaii@ a transparent way3annot be detected by traditional controls or
mechanisms to verify the integrity of the computing environment. This results in a very high levelckf at
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persistence that can be achieved by attackers and cannot even be countered with a complete system re
install.

Relevant Sources: [1], [2], [3], [4], [7], [8], [9], [10], [11], [12], [13], [5], [34], [36], [37]

Traffic Sniffing The access to network traffic is a common threat in typical IT environments. However, in
the context of hardwareelated attacks, traffic sniffing is not limited to network connections but can also
be carried out on internal buses and connections, sudh@snemoryor hard drive bus. Those bus
systems traditionally do not assume threats from withingbsystenidevices which are physically
connectedso that no compensating controls are implemented.

Relevant Sources: [28], [29]

Surveillance Surveillance is a specific type of access to informationdbatbines the basic information
access with a focus on personal/private data and the use of hardware to gather information from the
physical world, for example by (glusing microphones, camesgaor location dataTypicalpersonal mobile
computing environmentomprise various sensors thedn be abused to form strong surveillance
capabilities.

Relevant Sources: [5085], [2]

Data Tampering/$oofing: Comparable to surveillance threats, the taeming or spoofing of data on
mobile computing devices can have wider impact than typical data tampering: Spoofed location, audio, or
visual data can lead to a variety of abuse scenarios.

Relevant Sources: [4B5]

Information AccessMobile computing dedes store all types of information which often form/represent
significant parts of the identity and belongings of users. Hardwelated attacks can lead to a
completeness of information access that extends the capabilities of typical logical IT thmdatsua need
to be covered in a dedicated manner.

Relevant Sources: [4B5]

Malfunction: In a connected world that is supported by computing devices in all areas of life, the
malfunction of devicesan result in a variety of harm and negative imp&eheral specific threat scenarios

are for example the malfunctioning of medical devices (performing critical tasks on a patient), access
O2yGNRf aeadsSvya OLINBGSYyGAy3d dzyl dziK2NAT SR | 00Saa
hazards such as fire).

Relevant Sources: [GB3]

Denialof-Service Comparable to malfunction, (successful) demiBbervice attacks are comparable to
maliciously induced malfunctiofhis threat represents the deniaf-serviceof

mobile/personal/embedded devices, e.g. the crash of a smartphone, the outage of a monitoring solution,
or the error state of an alarm system. Deriddservice attacksriginating from

mobile/personal/embedded devices (e.g. as happened recently in treafahe Mirai Botnef81]) can be
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a threat for the same classes of devices, however, it would be a generic threat. In addition, it is also a
potential effect/impact of a successful materialization of a threat Reamote Firmware Attacks

Relevant Sourse[81], [82] [83], [84]

Modification-of-Service Mobile computing devices provide a variety of services, tampering with the way
the service is delivered or changing the result/outcome of the service delivery, various specific threat
scenarios cabe realized. While the malfunctioning of a device can impact various assets, the
modificationof-service can in addition pave the way for further threats/attacks.

Relevant Sources: [86]

Property LossesAttacks against hardware can lead to access to both phygicplitems in an apartment)
and logical (e.g. online financial funds) property. The specific aspect to be assessed is the possibility to als
attack nonnetworked devices such as smart locks or access control systems.

Relevant Sources: [87]

Destructionof Hardware: This threat is a specification of typical damagtated threats. For mobile
computing devices, hardware damage can be (maliciously) induced via logical attacks, angpdnng
with battery firmware.

Relevant Sourcept4], [84]

Loss ofComplianceMobile computing devices are used in various areas, some of those requiring strict
certification (e.g. FDA approval or the CE marking) for any computing device to be used. Modification of
those devices in any way can result in a loss of agatifin and thus compliance violations. Tampered
devices can also violate regular security violations when it comes to access control requirements.

Relevant Sourcef88]

Waste ofResourcesAttacks on certain types of mobile computing devices can resaltiaste of
resources. While energy can also be wasted as a result of logical attacks, even bigger amounts and
different types of resources (e.g. water) can be wasted when control systems are attacked.

Relevant Sources89]

4.3 Generic Infrastructure Threats
ITsystems beyond personal computing devices (such as private smartphones) are almost always part of a
bigger system (e.goroviding services in a networked application landscape or performing access control
tasks to a building). The resultingerdependecies introduce additional generic infrastructure threats
Though not specific to hardwarsuch threatanay cause impadb hardware througtdamages in software
(e.g. affectingsoftware that isembeddedin the hardwaré. Sources such athe ENISAnnualThreat
Landscape and ISE3005 have been taken into account for the assessment of generic threats which also
affect the entities in scope of this document.
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In the following, we present two tables of Hardwardated threats. These tables list Hardwasgecific threatsError! Reference source not
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found.), and generic netwik threats Error! Reference source not founy.respectively, structured according to the threat taxonomy

described above. For each threat, the tables provide:

A brief description of the threah thecolumnd ¢ KNE+ G a¢ ® Ly O aSa

taxonomy, the additional categories are identified in the description of the threat.

T ¢KS laaSida GKFd GKS GKNBI
as part of the project.

g KSNB

I YiiKINEENISA T I € f

LJ2 ( Bhig descripttidn éefers ® th&SadSdetdistiniy prédbcederiiedzY y

1 The potential effect of the threat described in terms of the basic security properties that a threat can compromise, i.e.,

confidentiality, integrity or availability &S 02 f dzY'y

THREAT TYPES THREAT POTENTIAL EFFBCT ASSET TYPES

Firmware Modificatione.g. of CPU,

Nefarious Activity/

Gt 20 Sy analt

9FFSOGa¢vod

Abuse

internal/external Controllers (e.g. hard drive/US J :n;orma:!on mte?gty tialit _ .
media),chipsetssmart chargers, smart batteries T Informa lon contidentiality 1 Logical Operations
co-processors, NICs 1 Information des.tructlo.n Physical Operations
1 Software asset integrity 1 Hardware
1 Exploiting firmware vulnerabilities 1 Service availability 1 Firmware
I Abusing update functionality f  Servicdunctionality
9 Abusing binary firmware loading 1 Outage
mechanisms
Remote firmware attacks.g. in network 1 Information integrity
interface cards 1 Information confidentiality 1 Logical Operations
f Memory Corruption Vulnerabilities il ISl CESiUE T 1 Physical Operations
1 Logical Flaws i Softvyare asget .mtegnty 9 Hardware
§  Backdoor Functionality Ul SEVEIETET LY T Firmware
1 Remote management functionalife.g. I SerlEs ey
I Outage

[45])

a
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1 Internal Hardware Trojan
I Temporary hardware access for syster
modification
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9 Logical Operations
Attack Persistence { Information integrity i Physical Operations
. e . ' i 1 Hardware
1 Firmwaremodification/Bootkit T Software asset integrity 9 Firmware
1 User Property
. . 1 User Information &
Information AccesgCan also b&hysical Attacks f Information confidentiality Privacy
I LogicalOperations
Traffic Sniffing f Information integrity User Information &
1 Network level 1 Information confidentiality angcy .
§  Internal Bus level 1 Information destruction ' Logical Operatios
f Software asset integrity I Physical Operations
1 Memory level
Surveillancg F X
Eavesdropping/ G e 1 User Property
Interception/ Hijacking Audi f Information confidentiality 1 U§er Information &
1 udio Privacy
1 Visual data
1 Behaviour
Data T ing/Spoofing ¥ X o ) .
ata Tampering/Spoofirg 1 Information integrity T Userinformation &
f  Location 1 Information destruction Privacy
1 Behaviour
Hardware Modification
1 Extec:naIRl—(I:SrSI\;v?Fr;leugrOJan 1 Information integrity i L(;]gical IOperations
. , i i iali I Physical Operations
Physical Attacks o Transparent, with pasthrough T |nformat|onconf.ldentlgllty q Hardware
functionality 1 Software asset integrity :
1 Service functionality i Firmware
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i Apces_s control bypa_ss (e.0. _smart lock 1 Property availability T User Property
1 Disabling of monitoring/alerting (e.g. 1 Property destruction
alarm systems)
9 Unlock attack (e.g. imehicles)
Destruction of Hardware - 1 User Property
1 Overheating T Property avallability User Health
1 Explosion T Property destruction Physical Operations
1 6. NAOLAY3IES ST T Userharm 1 Hardware
9 Disabling of interfaces
Damage Wastddestruction of Resources
1 Excessivéleaing/use of heat -
producing resources 3 E;gp::tyijv:s”t?ggtlitgn - User Property
 Excessiverergyconsumption q Env?ron)r/nent harm I Physical Operations
1 Excessive use ofater/physical
resources controlled by a computing
control system
Malfunction
9 Failure of medical devices 91 Service availability 1 User Property
§  Overheating/explosion of batteries f Outage  UserHealth
9  Failure of control/production systems 91 Property availability 1 Physical Operations
9 Failure of access systems 1 User harm 1 Hardware
. . 1 Failureof alarm systems
Failures or malfunctions e
9 Outage of monitoring system
9 User Property
Modification-of-Service 1 User Health
1  Wrong treatment by medical devices 1 Property availability il gﬁe;(lznformatmn &
1 False negative reporting by f User harm vacy .
L 1 Logical Operations
alarm/monitoring systems . .
9 Physical Operations
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1 Granted access for unauthorized partie 1 Hardware
by access control systems 1 Firmware

Deniatof-Service

. _ 1 User Property
' Flooding/volumetric attack 1 Service availability f User Health
Outages | Softyvare bug/exploit 1 Outage 9 Logical Operations
1 Logical flaw 1 User harm 1 Physical Operations
Loss of Compliance
1 Voidance of certification/validation : .
I approvals q Softvyare as;et .|r'1tegr|ty 1 Logical Operations
Lega f  Violation of contractual requirements T zervut:etgva(ljlablllty f Physical Operations
1 Violation of internal/external T eputation damage

compliance requirements
9 Violation of data protection laws
Table2: Hardwarespecific Threats

THREAT TYPES THREATS POTENTIAL EFFECTS ASSET TYPES

Information integrity

Information destruction PhysicaDperations
Nefarious

Activity/Abuse Unauthorized use Service availability Hardware

Service functionality

Outage
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Information integrity
Information confidentiality
Information destruction User Information & Privacy
Abuse of rights Software asset integrity Logical Operations
Service availability
Service functionality
) ) ] o _ User Information & Privacy
. Physical eavesdropping/shouldersurfing Information integrity ) _
Eavesdropping/ Logical Operations

Lawful interception

Information confidentiality

User Information & Privacy

Physical Attacks

Informationconfidentiality

User Property

Fraud o

Property availability Hardware

Service availability

Service functionality Logical Operations

Outage Physical Operations
Sabotage )

Property destruction Hardware

User harm

Reputation damage

o Hardware

Theft Property availability

User Property

Information leakage/sharing

Information confidentiality

User Information & Privacy
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Service functionality

Outage
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Information integrity
Information confidentiality
Information destruction User Information & Privacy
Software asset integrity Logical Operations
Unauthorized physical access/entry Serviceavailability Physical Operations
Service functionality Hardware
Outage User Property
Property availability
Property destruction
) Property destruction User Property
Vandalism
User harm User Health
Damage
) Property destruction User Property
Terrorist Attack
User harm User Health
Property destruction
) Service availability User Property
Misuse

User Health

Maintenance error

Property destruction
Serviceavailability
Service functionality

Outage

Logical Operations
Physical Operations
Hardware

User Property
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Property destruction
Service availability

Outage

Logical Operations
Physical Operations
Hardware

User Property

Failures or malfunctions

Hardware failure

Property destruction
Service availability

Outage

Logical Operations
Physical Operations
Hardware

User Property

Software failure/bug

Service availability

Outage

Logical Operations

Physical Operations

Communication outage

Serviceavailability

Logical Operations

Outage Physical Operations
Outages
Service availability Logical Operations
Power outage . )
Outage Physical Operations
) o User Property
Service availability ) .
) Logical Operations
Natural Disasters Outage . )
) Physical Operations
Property destruction
Disaster Hardware

Fire

Service availability
Outage

Property destruction

User Property
Logical Operations

Physical Operations
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Hardware
Breach of SLAs Financial losses Logical Operations
o ] ) ) User Information & Privacy
Legal Breach of Legislation Financial losses/legaktions

Abuse of personal data

Financial losses/legal actions

User Information & Privacy

Table3: Generic Network Threats
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5. Threat Agents

TheENISA Threashdscape 2015 [4Xgfers toa threatagent & G OKIF N} OGSNRAT I GA 2y &
adversaries) representing a cybattack threat including presumed intent and historically observed

0 S K I @ Kuethaibre) [41] listeind describethe followingcategories ofthreat agents which will also

be used in this document:

1 CyberGiminals

Insiders (Employees)

Online Social Hackers

Cyber Spies (Nation States, Corporations)
Hacktivists

Cyber Fighters

Cyber Terrorists

= = =4 4 -4 -4 -9

Script Kiddies

The threat agent categoriafiffer when it cones to motivation, capabilities arttie possibilitieslatency,
and sources to gather information about the agents.

When it comedo hardwarerelated threat agents, the differentiation into threat agents with physical
access to hardware( the motivation and capabilities to establish physical access) and without physical
access is relevant: Certain hardwasdated threats only emerge from threat agents with physical access
to hardware. Threat agents with (the means/motivation to estdtjlishysical access can be distinguished
into groups that inherently have access to systems (such as Insiders) or groups that have sufficient
motivation and capabilities to also establish physical contact, such as cyber spies or criminals.

Various incidentg¢such as the physical access to an individual laptop computer [2] or the mass
development of attacks against embedded devices [49]) shows that attacks which require physical access
are typically restricted to natiostate actors/agents or few highly fundeind motivated cyber criminals.

For any risk management process, it is crucial for asset owners to be aware of which threats can emerge
from which threat agent groups. The following taplesents a mapping betweehe listed threat agents

and thethreat groups described in Sectidnwhich can be related to threat agentshich may emerge

from the threat agents
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Nefarious activity/abuse w w w w w w w w
Eavesdropping/
- o w w () w w
Interception/Hijacking
Physical attacks w w
Damage w w w w w w
Unintentional Damage w w w w w w
Failures or malfunctions w w w w
Outages w w w w w

Table4: Involvement of various threat agent groups in cybtmreats

30



x * . .
* * Hardware Threat Landscape and Good Practice Guide
x énisa FINAL| Version 1.0] OPSEQ January 2017
*

6. Good Practice of Hardwarelated Security Measures

This section provides a review of existing controls, tools and practices for hardelared threat
mitigation that have been identified through literaturesearchand discussion with an expert group
convened by ENISA for this purpose.

The performed angkis of available publications considered established research programmes, conference
papers/presentations, innovation projects, national/internationalfticto standards, and last, but not
least, contributions of theecurityresearch community.

Accordingo the scoping performed in Sectidnl, supply chain security aspects which are relevant for
invasive/integrated modification of hardware was not in scope ofgbed practice research.

Furthermore, it must be highlighted that many traditional IT security controls also do apply to the
systems/assets in scope of this document. For example, it is in general a good idea to implement the
concept ofData Avoidancevhendesigning systems, however, this control is not specific to hardware
related threats and how those can be mitigated. Thus the remaining section focusses on good practices
that are only or especially relevant wheritigating hardwarerelated threats.

The bllowing tables describe the identified good practiceBhe sources listed with each practice provide
either or both a motivation for the practice or further details on the implementation/application of the

practice.

Target Audience Developers

Title Minimal Hardware Access

Description Physical access options to interfaces that provide access to sensitive de
functionality (e.g. DMA capabilities or OS boot) should be removed as f:
possible in the production system design. This applies in péatito
interfaces which are often used for debugging in development (such as
JTAG, SPI, Q).
If they cannot be enabledhey should balisablal logically/in software
and/or make them harder to access (e.g. by using TSOP vs BGA chip b
Chips should be designéda way that relevant communication buses do
not run close to the outside/edges

Sources [39],[53], [27]

ID MinHWAccess

Target Audience DevelopersVendors

Title Lock Logical Access

Description Logical access to sensitisgstem functions/storage should be restricted a:

much as possible. Hdware functionality to lock write access to relevant
memory regions such as SMRANbuld be usedRestrict access via
interfaces like SPEQ, or JTAG.

Unnecessary boot options/ordeshould be disabled.
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Platform functionality (e.g. CSM, SMM_BWP, BLE, BIOSWE, SPI Mem(
Protection DENY_EXECUTE_ ON_SECURITY_VIOLATION /QUERY _L
ON_SECURITY_VIOLAT IOt be correctly configured to not allow
unauthorized access. Vendor documentation for the used hardware (suc
the Intel handbook} must be used to determine access restriction ops.
TheCHIPSEGol provides functionality to test/verify various platform
security mechanisms.

For hardware developers, ¢huse of memory protection urgtshould be
evaluated.

Sources

[39], [33], [58], [60], [31] [27]

ID

Target Audience

LockLogicalAccess

Developers

Title

SecureEmbeddeddesign andevelopment Lifecycle

Description

A secure embedded design and development lifecycle must be used for
development of hardware, firmware and mobdemputing devices. The
following aspects are of particular relevance beyond the aspects of typic
secure development guidelines:
9 Secure coding guidelines must be specific for hardwalated
development and languages.
1 Consider adding extra variable intég validity checks on critical
@l tdzSa 2 LINBOSYyild GoNROlAy3E
improperly changed
1 Rely on stable software components. Updates are oftestlier

than in traditional IT systems.

Rely on software components with long support tine

Trust boundaries must be reviewed: While typical trust/threat

analysis often considers the local system trustworthy, this is not-

case when assessing hardwaetated threatsFor example,
firmware update mechanisms process data provided within the
same system, however, the code processing a signed firmware
upgrade bundle may be the only code processing data from othe
system components at all, making it an exposed interface.

1 Implement segregation of duties, least privileges, and different tr
zonesfor different system services/functionality. Sources like
[62]/[63] describe typical limits of embedded/hardwarelated
platforms, however, modern platforms offer sufficient resources 1
implement trust areas.

1 Only unmodified tools and components must teed for the
development. This applies to both software and hardware and m
be verified throughout the whole supply and development chain.

= =4

Sources

[39],[33], [60], [66], [67] [27], [78], [90]

ID

Target Audience

SDLC

Developers, Vendors

Title

FirmwareTamper Detection
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Description

Modifications to system firmware should be detected by the system.
Depending on the type of firmware tampering, detection is a very hard
problem, however, certain mechanisms can and should be implementec
1 Verification of timing anomalies which can be induced by
interception/eavesdropping
9 Verification of state anomalies, e.g. content of certain iated
ports/registers
Verification of the deployed BIOS with knowaood sources
For very high protection neethe deployment of dedicated eo
processors with the purpose of software integrity verification.

1
1

Sources

[27], [74], [75], [76], [77]

ID

Target Audience

FWTD

Developers

Title Secure Updat@odification Management

Description The systenmust support secure ways to handle modifications (e.g. by
means of updates) to the firmware. Intentional modifications (e.g. a user
installing an legitimate vendor update) must be possible, unauthorized
modification must not be possible (such as an attadkying to install a
modified firmware using the official update mechanigmnofficial
mechanisms are covered in LockLogicalAccess).
The sources listed below contain detailed guidance, however, the follow
aspects should be particularly taken into acnt:

1 Updates should be signed in cryptographically secure way. Guid
on that can be found iNIST SP 8689, NIST FIPS 186or NIST SP
800-131A

1 The Root of Trust for Update (RTU) should be stored in a tampe
protected way, e.g. using hardware keyr&t®. Those key stores
must be properly closed after usage.

I Standardized update mechanisms (such as the UpdkteCapsule)
should be considered during development.

1 The lifetime of the RTU must be adjusted to the expected lifetime
devices and update fopency, which is often much longer for
embedded devices than regular IT devices.

1 Evaluate computing resources limits (such as limited storage wh
extracting update bundles) and environmental factors (such as
limited network connectivity/connectivity witlonly specific
protocols) to avoidipdate starvation or even bricking.

Sources [39], [38] [58], [61], [37], [51], [27]
ID SUM

Target Audience

Vendors, Industry

Title

Support Secure Development and Verification Standards

Description

Industrywide secure development and verification standards should be
supported and implemented. Compliance with development standards
should be documented in an open and transparent way, the verification
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standards should result in publicly available documents covéhiag
security posture of the asset.

Sources [39], [67]
ID SecStandards
Target Audience Developers

Title

Open Security Validation

Description

Customers should be enabled to verify compliance on their own. Tools t
in the course of SecStandards shooédmade publicly available to enable
customer to verify test results in an independent way. Tools (e.g. for the
discovery of testing key material) to ensure production readiness shoulc
openly shared.

Sources

[38]

ID

Target Audience

OpenSecVval

Vendors, Industry

Title

Avoid Backdoor and/or PhoneHome Functionality

Description

Backdoor functionality must not be implemented. Various discoveries (e
[68]/[69]) show that those backdoors can and will be discovered and use
for malicious purpose.

Functionality used to connect back to vendor/manufacturer services (oft
referred to as phone home) should be evaluated for its necessity. If the
functionality is required for the function of the device, it must be
implemented taking highest security reigements for typical 1T/software
systems into account.

Sources

[38]

ID

Target Audience

BDPhoneHome

Vendors, Industry

Title

UserAwarenesd’rocess

Description

Vendors must create a process to inform end users about both security
functionality, security incidents, and available security updates.

Users must be made aware of potential inherent security problems with
using the system or exposure that results frosing the device (e.g. that
data can be accessed when the device is lost or eavesdropping cannot
prevented due to very specific device use cases/design requirements).

Sources

[39], [38]

ID

Target Audience

UserAwareness

Vendors, Industry, Developers

Title

Secure Key Storage

Description

Devices should provide a secure key storage for key material. Various
standards/defacto standard solutions exist on key storage (e.g. TPM, SlI
SmartCards, or other HSMs). The secure key storage is also required by
SUM.
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ID SecKeyStor
Target Audience Developers

Title

Platform Security Mechanisms

Description

For firmware/software developer:

Available platform security mechanisms (such as DEP, ASLR, but also
logical access restrictiomescribed in LockLogicalAccess) must be used i
correctly enabled/set, at least/the latest during the release process for tt
system.

Access to memory regions should be restricted according to the system
needs, e.g. using techraglies like memory proteatin unitsor /O MMUs
OAYLI SYSY(GSR RBROAMI Has0¥iSi0@® =+¢
For hardware/platform developer:

Platform security mechanisms should be integrated, made available, an
clearly documented to developers using the platform. A security best
practices guid for the platform should be published.

Sources

[39], [27]

ID

Target Audience

PlatformSec

Developers

Title

Establish Chain of Trust

Description

It should be possible to establish a chain of trust from the initial hardwar
booting steps to the execution of the operating system. This relies on H:
and SUM, but also includes additional functionality in the boot loader
loading processTechnologieshtie Intel TXTshould be leveraged, if availabl
by PlatformSec.

Background Information/ [39], [51]

Sources

ID CoT

Target Audience Developers

Title Language Security

Description C and C++ are the main languages when it comes to harewhaied
development. However, those languages are also more prone to result il
software vulnerabilities (mainly in the memory corruption area). Languac
like GoandRustalso provide the option to create compiled executable co
but also introduce typesafety, garbage collection, and other security
relevant characteristics. The use of such a langiagat least alternative
programming paradigms as described in [&bjjuld be evaluated for
hardwarerelated programming to prevent certain types of vulnerabilities
the first place.

Sources [54], [55] (provides example for feasibilitythe following two patents

illustrate the need for the proposed approach
https://www.google.com/patents/US7761701
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https://www.google.com/patents/US7162626

ID

Target Audience

LangSec

Developers

Title

Secure by Default

Description

The security paradigm Secure by Default is not specific to harcweéated
assets/embedded systems/mobile computing devices, however, compal
to PlatformSec, is often neglected on those systems for various reasons
Hence developers shoukhip releases with a secure default configuratior
with particular regard to enforced authentication, supported strong
authentication mechanisms, use of encryption features (see also Crypto
and reliable authorization components.

Sources

[62]/[63] illustrate limitations and deviations from security best practices
when it comes to hardwareelated functions/embedded devices, thus
motivating the need to require strong defaults despite any limitations
[27]

ID

Target Audience

SecDefault

Developers

Title

Encryption of Data at Rest and in Transport

Description

Embedded or mobile computing devices often comprise less computing
power than typical computing devices. This lack of resources was often
to argue for a lack of encryption since not enowgimputing power is
available. However, sources like [64] and the improved cryptographic
performance of elliptic curvbased cryptography (with particular regard tc
embedded devices, refer e.g. to [71]) show that the use of cryptography
modern embedded evices is feasible.

Thus it must be ensudkthat secure transport and storage mechanisms ai
used wherever necessary, e.g. when it comes to wireless transport, pair
mechanisms, encryption of key material or user data.

Sources

[62]/[63] illustrate limitations and deviations from security best practices
when it comes to hardwareelated functions/embedded devices, thus
motivating the need to require typical security controls despite any
limitations.

[64], [26], [27]

ID

Target Audience

Crypto

Developers

Title

Remote Wiping

Description

Mobile computing devices should comprise secure remote wiping featur
While this good practice is in conflict with BIboneHome, its use is
mandated by international standards when it comes to mobile devices. -
the security relevance of this good practice should be evaluated for the
specific device use case and, if deemed necessary, implemented in a st
way integrating strong authentication and authorization mechanisms.

36


https://www.google.com/patents/US7162626

* . .
*x * Hardware Threat Landscape and Good Practice Guide
* enisa FINAL| Version 1.0] OPSEQ January 2017
*

x *

Sources 1ISO 27002:2013, 6.2.1
ID Wipe

6.1 Mapping of Good Practices to Threats
The following table presents a mapping of good practices to threats. This mapping allows to identify gaps
in the available practices:

THREAT TYPES THREAT PARTIALLY ADDRESSEDX

FirmwareModification, e.g. of CPU, T LockLogialAccess
internal/external Controllers (e.g. hard drive/US T SbLC
media), smart chargers, smart batteries; co . SUM
processors, NICs 1 SecStandards
e 1 OpenSecVval
1 Exploiting firmware vulnerabilities q Plr;tformSec
1 Abusing update functionality 1 LangSec
1 Abusing binary firmware loading 1 UserAwareness
mechanisms
Remote firmware attacks, e.g. in network T SbLC
interface cards I SecStandards
i i 1 OpenSecVal
ESEZZOUS Activity/ 1 Memory Corruption Vulnerabilities q PlgtformSec
T Logical Flaws 1 BDPhoneHome
9 Backdoor Functionality . . 1 LangSec
1 Remote management functionality (e.g 1 UserAwareness
[45])
Attack Persistence 9 FWTD
1 Firmware modification/Bootkit
1 Crypto
. . 1  Wipe
Information Access (Can also Beysical AttacRs
( y g I SecKeyStor
I UserAwareness
Traffic Sniffing i Crypto
1 SecDefault
T Network level f UserAwareness
1 Internal Bus level 9 FWTD
1 Memory level
{ dZNBSAt t | yOS 27FX 1 Crypto
Eavesdropping/ f Location 1 Wipe
Interception/ Hijacking 1 Audio 1 BDPhoneHome
f Visual data - FWITD
1 Behavior
- 2 1 Crypto
51 dF ¢FYLSNAYIk{LR22FA 1 Wipe
f Location 1 BDPhoneHome
1 Behavior - FWTD
Physical Attacks Hardware Modification 1 MinHWAccess
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I External Hardware Trojan T CoT
0 Regular plug 1 LockLogicalAccess
0 Transparent, with pasthrough
functionality
1 Internal Hardware Trojan
I Temporary hardware access for syster
modification
1 Wipe
Property Losses § SecDefault
f  Access control bypass (e.g. smart lock ' MinHWAccess
1 Disabling of monitoring/alerting (e.g. i LockLogicalAccess
alarm systems) 1 SDLC
f  Unlock attack (e.g. in vehicles) f  OpenSecVval
Destruction of Hardware
1 Overheating T MinHWAccess
1 Explosion I LockLogicalAccess
f . NAROlAy3Iés Sop3ao
9 Disabling of interfaces
Damage Waste/destruction of Resources
1 Excessive Heating/use of heat 1 SecDefaults
producing resources 9 MinHWAccess
1 Excessive energy consumption 1 LockLogicalAccess
1 Excessive use of water/physical
resouices controlled by a computing
control system
Malfunction
) . ) 1 SDLC
91 Failure of medical devices 9 SecStandards
1 Overheating/explosion of batteries 1 OpenSecVal
9 Failure of control/production systems 9 PlatformSec
9 Failure of access systems 9 SecDefult
9 Failure of alarm systems
I Outage of monitoring system
Modification-of-Service
Failures or malfunctions ] )
Wrong treatment by medical devices
1 False neggtivg reporting by 7 SDLC
alarm/monitoring systems . . SecStandards
1 bGranted access flor unauthorizedrties 1 OpenSecval
y access control systems 1 PlatformSec
1 SecDefult
Deniatof-Service
Outages 1 SDLC
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1 Logical flaw
Loss of Compliance
1 Voidance of certification/validation . SDLC
L oaal approvals T Sum
€ga |  Violation of contractual requirements I SecStandards
{1 Violation of internal/external 1 OpenSecVal
compliance requirements
i Violation of data protection laws

Table5: Mapping of good practices to threats
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The followingable lists assets which are not/only partially covered by the described good practices structured by the relevant threats:

THREAT TYPES THREAT PARTIALLY ADDRESSEDX GAPS

Nefarious Activity/
Abuse

Firmware Modification, e.gof CPU, ' LockLogicalAccess Assets ot covered:
internal/external Controllers (e.g. hard f SDLC SSEts not covered.
drive/USB media), smart chargers, smart T Sum T -
batteries, ceprocessors, NICs I SecStandards lssues
o - I OpenSecVval

f EXD'Q'“”Q firmware vglnergbllltles 1 PlatformSec f  Vulnerability history shows tha

1 Abusing update functionality 1 LangSec good practices are not applied

1 Abusing binary firmware loading 1 UserAwareness globally/per default.

mechanisms
Remote firmware attacks, e.g. in network f SDLC Assets not covered:
interface cards 1 SecStandards q -
. . 1 OpenSecVal

' Memory CorruptionVulnerabilities 1 PlatformSec Issues:

T Logical Flaws f BDPhoneHome -

1 Backdoor Functionality 1 LangSec U Bk ai sl velig

1 Remote management functionality o discovered despite existing

1 UserAwareness good practices.
(e.g. [45])
Assetgpartially)not covered:
T Firmware

Attack Persistence 1 FWTD Issues:

1 Firmware modification/Bootkit

9 Existing hardware
(architectures) do not offer
functionality/interfaces for
logical tamper detection.
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T Inherent problem of tamper
detection when measurement
data can be tampered with.
Assetgpartially)not covered:
1 Crypto (o y)
Information Access (Can also Bbysical 1 Wipe T -
Attackg I SecKeyStor Issues:
1 UserAwareness 1 -
Assetgpartially)not covered:
' - i I
Traffic Sniffing " Crypto 1 tsrgigznterna bus/data
1 SecDefault
% :\l(:tworlkllgeve: | f UserAwareness Issues:
nternal Bus leve
1 Memory level - FWTD System e_lrc_hite(_:tures do only
support limited internal
encryption features.
Eavesdrqpplng/ { dzZNBSAf I yOS 27FX 1 Crypto Assetgpartially)not covered:
Interception/ :
Hijacking 1 Location 1 Wipe 1 -
1 Audio 1 BDPhoneHome e
f Visual data f FWTD
{1 Behavior -
) i | 1 Crypto Assetgpartially)not covered:
5F0F ¢FYLSNAYIk{ LR2: T Wipe T -
q Location 1 BDPhoneHome Issues:
1 Behavior . FWITD .
U e s I MinHWAccess Assetqpartially)not covered:
Physical Attacks . T CoT 1 Hardware
1 External Hardware Trojan 1 LockLogicalAccess

Issues:

41



x * . .
* Hardware Threat Landscape and Good Practice Guide
enisa FINAL| Version 1.0, OPSEG January 2017
x5
0 Transparent, with pass 9 Depending on user awareness
through functionality 9 DMA functionality often
1 Internal Hardware Trojan required.
1 Temporary hardware access for 9 Differentiation
system modification authorized/unauthorized HW
access difficult to measure.
] Asset(partiallys not covered:
Property Losses i Wipe
1 SecDefault -
' Access control bypass (e.g. smart MinHWAccess Issues:
lock) f  LockLogi
e o . gicalAccess S ‘
1 Disabling of monitoring/alerting (e.g 1 SDLC ' Vulnerability history shows tha
alarm systems) embedded systems are lacking
. . f OpenSecVal good practices to a high
1 Unlock atack (e.g. in vehicles) degree
Assetqpartially)not covered:
I Firmware update interfaces
Destruction of Hardware lssues:
T Overheating 1 MinHWAccess Lack of validation of input
1 |,5Xp|05|0n_ ) ~ 1 LockLogicalAccess settings/firmware bundles.
f &.NAOlAYy3Iez So3Ic 1 Logical functionsvith potential
firmware for physical damage carried ot
1 Disabling of interfaces in a logical/digital way, no
Damage possibility to implement

physical safety switches.

Waste/destruction of Resources

f

il
il

Excessive Heating/use of heat
producing resources

Excessive energy consumption
Excessive usef water/physical
resources controlled by a computin
control system

1 SecDefaults
T MinHWAccess
1 LockLogicalAccess

Assetgpartially)not covered:
ﬂ -
Issues:

9 Vulnerability history shows tha
embedded systems are lacking
good practices to a high
degree.
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Malfunction Assetgpartially)not covered:
9 Failure of medical devices f SDLC 1T -
1 Overheating/explosion of batteries f SecStandards Issues:
'  Failure of control/production f OpenSecVal
systems 1 PlatformSec 9 Vulnerability history shows tha
1 Failure of access systems 9 SecDefult embedded_systems a_Lre lacking
9 Failure of alarm systems gOOd practices to & high
L egree.
I Outage of monitoring system
Failures or Modification-of-Service
malfunctions i ) .
1 Wrong treatment by medical device Assetgpartially)not covered:
i F;’:\Ise/nega}:wg reporttlng by 1 SDLC T -
alarm/monitoringsystems ' 1 SecStandards cues.
1 Granted access for unauthorized 1 OpenSecVal :
parties by access control systems 1 PlatformSec 9 Vulnerability history shows tha
1 SecDefult embedded_systems are lacking
good practices to a high
degree.
Assetgpartially)not covered:
Deniatof-Service 1 -
1 Flooding/volumetric attack e
f  Software bug/exploit f SDLC
9 Logical flaw 9 Vulnerability history shows tha
embedded systems are lacking
Outages good practices to a high
degree.
) Assetgpartially)not covered:
Jamming
1T - T -
Issues:
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7 -
Assetqpartially)not covered:
Loss of Compliance 1 Hardware
1 Voidance of certification/validation 1 SDLC 1 Firmware
approyals 1 SUM Issues:
Legal 9 Violation of contractual 1 SecStandards
requirements 1 OpenSecval 9 Certification processes lack
§ Violation of internal/external :;’é’:t'gg'itno:ii‘?if; ;ﬁ:ﬁg
cgmp!lance reqwrement.s with reasonable operational
9 Violation of data protection laws e

Table6: Gaps in the pragction of assets

44



Hardware Threat Landscape and Good Practice Guide
FINAL| Version 1.0 OPSEQ January 2017

The following structured list provides a more detailed explanation of the main identified gaps:

T

Platform security mechanismd$?latforms for the operation of firmware/embedded platforms

often lack security features or the computing resources to provide security features. This covers
both exploit mitigation techniques such as DEP or ASLR as well as the possibility to lock access to
certain memory regions or hardware functions. In addition, resources describing all security
features (on any level) per platforare missing, resulting in a lack of use of the available
mechanisms.

o IOMMU: Many platformscomprise I/O memory management tsiwhich allow fine
grained access control for memory areas. However, fewmgrervisor systems make use
of this capability to restrict access of devices/firmware to dedicated memory regions.
(refer e.g. to [79])

Type-safe languagesThe use of typeafelanguages/programming languages with embedded
security features is feasible for embedded/firmware/hardware development, however, the use is
not wide-spread. The availability of tool chains and development practices must be evaluated and
potentially be impoved.

Logical tamper detectionThere are various good practices and suggested approaches towards
logical tamper detection available, e.g. via the use of anomaly detection, timing analysis, or
physical ceprocessors. However, those good practices are meigrated into platform features,
frameworks/libraries, or tools that can be integrated into firmware/hardware with reasonable
effort. This results in a lack of protection by typical security solutions which are deployed on most
systems.

Focus on Bios/CPfirmware: Modern x86/x64 architecturegespecially based on UEFI) provide
various platform security features to both lock down a system, prevent tampering, and even
detect tampering to a certain degree. However, the focus of those mechanisms is on ten@€PU
BIOS/UEFI. Other system firmware (e.qg. for chipsets, graphic cards, or network interface cards) is
not covered by those mechanisms.

Industry StandardsThere are various standardization bodies covering IT Security in general (such
as ISO or NIST) aachbedded systems/hardware development in general, however, security
aspects of hardwareelated assets is still a new field. The development of standards or
establishment of industry/ddacto standards is just starting and needs to be progressed to be able
to provide comprehensive baseline protection levels.
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8. Recommendations

The gathered good practices and performed gap analysis shows that comprehensive guidance on hardwar
security is available. The following sséctions provide specific recommendationstba use of and need
for good practices as well as approaches how the identified gaps can be closed in the future.

Integration of threat analysisSystem developers must integrate threat analysis aspects into every step of
the development. The good practiS=cure Embedded Design and Development Lifeoysietake
hardwarespecific aspects, such as trust boundaries within a single system, intondctoese granular

trust boundaries also result in the need to take stock of all available platform security and locking
mechanisms to restrict access across the trust boundaries as much as possible.

9 StakeholdersSystem, platform, and firmware developers.

1 Addressed Gaps:
0 Nefarious Activity/AbuseFirmware Modification
o0 Nefarious Activity/AbuseRemote Firmware Attacks
o Eavesdropping/ Interception/ Hijacking raffic Sniffing
o Failures or malfunctionsMalfunction
o Failures or malfunctionsModificationof-Service

Language security aspectduring development, language security aspects should be taken into account.
It should be evaluated whether languages such as Go or Rust can be used instead of C/C++ which are mo
prone to the introduction of memory cauption vulnerabilities.

9 StakeholdersSystem and firmware developers.

1 Addressed Gaps:
o0 Nefarious Activity/AbuseFirmware Modification
0 Nefarious Activity/AbuseRemote Firmware Attacks
o Eavesdropping/ Interception/ Hijacking raffic Sniffing
o Failures omalfunctions- Malfunction
o Failures or malfunctionsModification-of-Service

Use and contribute to standardd//hile there aresfforts to provide industry guidance on the security of
hardwarerelated assets, those efforts show certain gaps and need tadgressed to cover all aspects of
secure development. Thus the existing standards should be used for the development and at the same
time, gaps should be documented and closed by providing feedback and input for the stafddeds.
contribution to the standrds should be performed in accordance to all other good practices identified, in
particular allowing for timely secure update management even though updates potentially change the
system under standardization.
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9 StakeholdersSystem, platform, and hardwar@imware developers.

1 Addressed Gaps:
0 Legal Loss of Compliance

Update management from the start orifthe good practic&ecure Update Managemeand the
corresponding sources show the challenges for a comprehensive and secure update process for embedde
devices. These challenges must be taken into account through the complete development process of the
system as various design decisions (such as the use of some kind of HSM or the sizing of computing
resources) is difficult to change in later stages. The $am@pecution of the update mechanisms should be

a mandatory test for each development stage.

9 StakeholdersSystem, platform, and firmware developers.
1 Addressed Gaps:
o0 Nefarious Activity/AbuseFirmware Modification
o Nefarious Activity/AbuseRemote Firmwag Attacks
o Eavesdropping/ Interception/ Hijackind raffic Sniffing
o Failures or malfunctionsMalfunction
o Failures or malfunctionsModification-of-Service

Design for transparency and validatiolVhile the design of hardware is often very sensitive Ietglal
property, the embedded security mechanisms should not be. Customers should be enabled to verify the
effectivity of implemented security controls and to enable this, certain requirements for transparency,
documentation, and verification tools muselintegrated from the beginning of the development process
on.

9 StakeholdersSystem, platform, and hardware/firmware developers.
1 Addressed Gaps:

o0 Nefarious Activity/AbuseFirmware Modification

o0 Nefarious Activity/AbuseRemote Firmware Attacks

0 PhysicaAttacks- Property Losses

o Failures or malfunctionsMalfunction

Design for tamper detectionOne of most relevant described gaps is the intrinsically hard problem to
detect modifications of hardware/hardware parts of a system/firmware when the tamperdiete would
depend on the functionality of this very hardware/system. Different approaches for tamper detection are
described above; it must be evaluated early on which mechanisms are appropriate for the system to be
developed (e.g. based on functionaldiyaracteristics or protection requirements).
Developers/manufacturers of hardware must spend relevant resources on the analysis whether and how
tamper detection (not on the silicone level but with a focus as described above, e.g. detecting
unauthorized fimware tampering) features can be provided by the system to be developed.
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9 StakeholdersSystem, platform, and firmware developers.
1 Addressed Gaps:

0 Nefarious Activity/AbuseAttack Persistence

0 Physical AttacksHardware Modification

Integrate security aspets into selection criteriaAs relevant factors in the regulation of markets, users
and customers must demand security features and posture as well as a transparent validation of those
from vendors. Security features and posture of hardweaalated assetsnust be incorporated into

selection criteria. In addition, end users should inform themselves about available security features and
available updates on platforms where such a méed was not requiredbefore.

1 StakeholdersUsers and customers.

1 Addressedsaps:
o Damage Destruction of Hardware
o Damage Waste/destruction of Resources
0 Outages Denialof-Service

0 Physical AttacksProperty Losses
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9. Conclusions

The hardwareelated threats and assets discussed in this threat landscape have been present for many
years and are not resulting from the introduction of new technology but rather the focus on new ways of
attacks. While this can be a result of the fast spread of computing devices through every aspect of life
(often summarized as the Internet of Thingsiiahe heavy daily use (even reliance on) personal
computing devices, the performed threat, good practice, and gap analysis shows that reasonable and
reliable security good practices are available, however not widely implemented yet.

In this report, we ha® attempted to create awareness for the changing threat landscape introduced by
the growing amount of computing aspects throughout daily life and operations and, even more important,
attempted to gather available sources of good practice and security goédimr the design, development,
and use of mobile/persmal/embedded computing devices.
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